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Jefferson Lab SciDAC
Prototype Clusters

The SciDAC project is funding a sequence of cluster prototypes
which allow us to track industry developments and trends,
while also deploying critical compute resources.

Myrinet + Pentium 4

128 single 2.0 GHz P4 Xeon (Summer 2002)
64 Gbytes memory

Gigabit Ethernet Mesh + Pentium 4

(An aternative cost effective cluster design now being eval uated)
256 (8x8x4) single 2.66 GHz P4 Xeon (Fall 2003)
64 Gbytes memory



128 Node Myrinet Cluster @ JLab
Myrinet

2GHz P4
OfVLE




2002 Myrinet Cluster Performance

Each Myrinet cluster node delivers ~600 for the DWF inverter for large
problems (16%), and sustains this performance down to 2x4°,

yielding ~75 Gflops for the cluster (rising as more SSE codeisintegrated
Into SZIN and Chroma; 150 Gflops on Wilson Dirac)

Small problem (cache resident) performance on a single processor is
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256 Node GIgE I\/Iesh Cluster @ JLab
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2003 GIgE Cluster Performance

The gigE cluster nodes deliver ~700 Mflops/node for the inverter on
large problems (16, but degrades for small problems due to the
not-yet-optimized gigE software. Nodes are barely faster than earlier

cluster despite 33% faster bus —

Implementation.

Network characteristics:

120 + 120 MB/sb/w 1 link
220 + 220 MB/s b/w 3 link
19 usec RTT/2 latency

(12 usec effective latency
at interrupt level, planned
for fast global sum)

13 usec software overhead
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GIgE Application to Application
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GIgE point to point bandwidth
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GIgE Aggregated Banawidths
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GIgE Evaluation & Status

« GIgE mesh reduced the system cost by 30%, allowing JLab to
build a 256 node cluster instead of a 128 node cluster (largest
2N partition) within the SciDAC + NP matching budget.

« Software development was hard!

Theinitia VIA low level code development was quick, but QM P was
more lengthy (message segmentation, multi-link management)

Strange VIA driver bug only recently found (only occurs when running
aprocess consuming all of physica memory)

One known bug in VIA finalize at job end sometimes hangs a node
System is perhaps only now becoming stable

« Hardware seemsfairly reliable
(assuming all or most hangs are due to the pesky VIA bug, now deceased)

However, IPMI isfaulty, had to disable SMbus on gigE chips
Handfiil of earlyy card £ cablefailiree dnece then modest ahni it 1 di e



Modeling Cluster Performance

Reminder:

We can effectively
model the cluster
performance using
node and network
characteristics. “e singe . 1D

- - % - .single model - - - - .1D model - -~ - 2D model e - 3D model

Moded curvesinclude CPU in- and out-of-cache
performance, PCl and link bandwidth, latency, etc.

Here amoderately ssmple modd predicts cluster Wilson
operator performance pretty well. Also can doinverter.



GigE Mesn Cluster Efficiency

2003 Domain Wall Inverter

— 533MHz FSB
— 900 Mflops out of cache
— 256 nodes

— Production running is
near 74 X 16, or ~85%
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| 800 M HZ FSB Local problem size with Ls=16

— 1500+ Mflops out of Even though the hypothetical 2004 cluster is
cache bigger and has 66% faster nodes, the efficiency Is

— 512 nodes Improved because

— Vectorizein 3" a) afaster memory bus—the copiesto run the
dimension to lower # protocol become cheaper (modest effect)
MESSYES b) fewer messages (better agorithm) —big

effect! (dilutes software overhead)



256 Node Infiniband Cluster Efficiency

Domain Wall Inverter . GigE 2004 m Infiniband 2004

GIgE vs Infiniband

— at 16% no differencein
efficiency

% Efficiency

— At 4%, Infiniband does 15%
better, at 30% higher cost

— Only need bandwidth of
100 +100 M B/sec for well 1282 v i
structured code (good 1/0, Local problem size
compute overlap)

Infiniband cost can be trimmed by 29

not building afull fat tree; use 20:4

Instead of 16:8 on edge switches
(20:4 has been assumed in cost model )




What about “ SuperClusters’?

A supercluster is one big enough to run LQCD in cache. For
domain wall, this would be 2x4x4x4x16 (about 1 MB single
precision).

At this small volume, cluster efficiency drops to around 30%
(gigE) or 40% (Infiniband), but CPU performance goes up

by 3x, yielding performance BET TER than for 16° for the
Infiniband cluster.

Performance for clusters thus has 2 maxima, one a large
problems, one at the cache “ sweet spot”.



Summer 2004 JL_ab Cluster

« 512 node 8x8x8 GigE Mesh

— 500-750 Gflops @ $1.60-$1.25/ Mflops (est, problem size dependent)
— 2U rackmount

— On nodefailure, segment to plane pairs

o 384 node Infiniband (plusafew spares)

— 420-560 Gflops @ $2.10-$1.60/ Mflops (est)

— Pedesta instead of rackmount to save cost

— Canrun as 384 nodes if problem has afactor of 3

— Fault tolerance since spare nodes are in the same fabric
— Moreflexibility in scheduling small jobs

If these estimates are born out by firm quotes, and if operational
experience on existing gige mesh is good, then GigE is the
favored solution; expectation isthat FNAL will deliver the



JLab Computing Environment

Red Hat 9 compute and interactive nodes
. 5TB disk pool

Auto migrate to silo (JSRM daemon)
< 100 GB/day isOK; moreif purchase dedicated drive

Pin / unpin, permanent / volatile
PBS batch system

Separate servers per cluster

. Two Interactive nodes per cluster

. Some unfriendly features (to be fixed)

2 hop ssh from offsite, scp (must
go through JLab gateway)



For More Information

o Lattice QCD Web Server / Home Page:
http://www.lqcd.org/

 The Lattice Portal at JLab
http://Igcd.jlab.org/

« High Performance Computing at JLab
http://www.|lab.org/hpc/



