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Introduction



Relativistic viscous hydrodynamics…
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… has been playing a very prominent role in the last 15 years. In particular :

- it describes the quark-gluon plasma in heavy ion collisions at RHIC and LHC

- it appears in the AdS/CFT as a concrete realization of the membrane paradigm

These highly successful applications of relativistic viscous hydrodynamics make it 
easy to forget that it is a theory that deserves understanding on its own.

This is precisely the topic of my talk.



Relativistic hydrodynamics as an EFT
an EFT of the slow evolution of conserved 
currents in collective media close to equilibriumhydrodynamics is

As any EFT it is based on the idea of the gradient expansion

DOFs: always local energy density   and local flow velocity      (              )
EOMs: conservation eqns                   for         systematically expanded in gradients

✏ uµ u⌫u
⌫ = �1

Tµ⌫ = ✏uµu⌫ + P (✏){ gµ⌫ + uµu⌫ }� ⌘(✏)�µ⌫ � ⇣(✏){ gµ⌫ + uµu⌫ }(r · u) + . . .

shear viscosity bulk viscosity
(vanishes for CFTs)

microscopic
input:

EoS

terms carrying 2
and more gradients

P (✏) =
1

3
✏(             for CFTs)

rµhTµ⌫i = 0 hTµ⌫i

hTµ⌫i

Dissipation: rµ

⇢
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T
· uµ + . . .

�
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⌘
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�↵��

↵� +
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(r · u)2 + . . . � 0
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Hydrodynamics and AdS/CFT see, e.g. Kovtun & Starinets [hep-th/0506184]

Tµ⌫ =
1
8
⇡2N2

c T 4 diag (3, 1, 1, 1)µ⌫ +�T
µ⌫

(⇠ e�i!(k) t+i

~

k·~x)

Consider small amplitude perturbations (                ) on top of a holographic plasma�Tµ⌫/Nc
2 ⌧ T 4

Dissipation leads to modes with complex      , which look like!(k)
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Figure 6: Real and imaginary parts of three lowest quasinormal frequencies as function of spatial
momentum. The curves for which →0 as →0 correspond to hydrodynamic sound mode in the dual
finite temperature N=4 SYM theory.

behavior of the lowest (hydrodynamic) frequency which is absent for Eα and Z3. For Ez and

Z1, hydrodynamic frequencies are purely imaginary (given by Eqs. (4.16) and (4.32) for small

ω and q), and presumably move off to infinity as q becomes large. For Z2, the hydrodynamic

frequency has both real and imaginary parts (given by Eq. (4.44) for small ω and q), and

eventually (for large q) becomes indistinguishable in the tower of other eigenfrequencies. As an

example, dispersion relations for the three lowest quasinormal frequencies in the sound channel

(including the one of the sound wave) are shown in Fig. 6. The tables below give numerical

values of quasinormal frequencies for = 1. Only non-hydrodynamic frequencies are shown

in the tables. The position of hydrodynamic frequencies at = 1 is = −3.250637i for the

R-charge diffusive mode, = −0.598066i for the shear mode, and = ±0.741420−0.286280i

for the sound mode. The numerical values of the lowest five (non-hydrodynamic) quasinormal

frequencies for electromagnetic perturbations are:

Transverse channel Diffusive channel

n Re Im Re Im

1 ±1.547187 −0.849723 ±1.147831 −0.559204

2 ±2.398903 −1.874343 ±1.910006 −1.758065

3 ±3.323229 −2.894901 ±2.903293 −2.891681

4 ±4.276431 −3.909583 ±3.928555 −3.943386

5 ±5.244062 −4.920336 ±4.946818 −4.965186

and for gravitational perturbations are:

Scalar channel Shear channel Sound channel

n Re Im Re Im Re Im

1 ±1.954331 −1.267327 ±1.759116 −1.291594 ±1.733511 −1.343008

2 ±2.880263 −2.297957 ±2.733081 −2.330405 ±2.705540 −2.357062

3 ±3.836632 −3.314907 ±3.715933 −3.345343 ±3.689392 −3.363863

4 ±4.807392 −4.325871 ±4.703643 −4.353487 ±4.678736 −4.367981

5 ±5.786182 −5.333622 ±5.694472 −5.358205 ±5.671091 −5.370784

– 26 –

Im!/2⇡T

Re!/2⇡T

k/2⇡T

k/2⇡T

1st

2nd

3rd

1st

2nd

3rd

!(k) ! 0          as        : slowly dissipating modes (hydrodynamic sound waves)k ! 0

all the rest: far from equilibrium (QNM) modes damped over 

@!

@k

���
k!0

= c
sound

ttherm = O(1)/T
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The “spherical cow” of heavy ion collision is 
the boost-invariant flow with no transverse expansion.

In Bjorken scenario dynamics depends only on proper time

[Bjorken 1982]

and  stress tensor (for a CFT) is entirely expressed in terms of local energy density

⌧ = 0

� =
q

(x0)2 � (x1)2

ds

2 = �d⌧

2 + ⌧

2
dy

2 + dx

2
2 + dx

2
3

Hydrodynamics and QGP

hTµ
⌫i = diag{�✏(⌧),

✏(⌧)

3
� �(⌧),

✏(⌧)

3
+

�(⌧)

2
,
✏(⌧)

3
+

�(⌧)

2
}µ⌫

⌧ > 0

rµhTµ⌫i = 0 ⌧ ✏̇(⌧) = �4

3
✏(⌧) + �(⌧)
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Hydrodynamic gradient expansion is divergent
Hydrodynamic gradient expansion:         and         are expressed as series in 

In 1302.0697 [hep-th] we computed                                         up to                 :

�(⌧)

1

w
⌘ 1

⌧
· 1

T (⌧)
size of the gradient based on

dimensional analysis:

ds

2 = �d⌧

2 + ⌧

2
dy

2 + dx

2
2 + dx

2
3

at strong coupling the temperature 
sets the microscopic scale: 

⌘

✏
⇠ 1

T

✏(⌧)

O(w�240)

f(w) =
1X

n=0

fnw
�n =

=
2

3
+

1

9⇡
w�1 + . . .

f (⌧ T (⌧)) ⌘ 2

3
+

1

4

�(⌧)

✏(⌧)

(n!)1/(n+1)
���
n!1

⇡ 1

e
· n

for N=4 SYM
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Hydrodynamics and QNMs

Analytic continuation (using symmetric Pade approximant) of 
revealed the following analytic structure of          :

fB(⇠) ⇡
240X

n=0

1

n!
fn ⇠

n

fB(⇠)

Branch cut singularities start at                  !3

2
i!QNM1

for N=4 SYM
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Question behind this work

How to make sense of the divergent hydrodynamic gradient expansion?
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Evolution equations for
relativistic viscous fluids



Evolution equations for relativistic viscous fluids
Tµ⌫ = ✏uµu⌫ + P (✏){ gµ⌫ + uµu⌫ }� ⌘(✏)�µ⌫ � ⇣(✏){ gµ⌫ + uµu⌫ }(r · u) + . . .Naive viscous hydrodynamics: rµ

�  
= 0

leads to the diffusion equation for            perturbation on top of              and                ut = 1T = const

�uz(t, x)

@
t

�u
z

�D @2
x

�u
z

= 0 with

This equation does not have a well-posed initial value problem in boosted frames.

One known remedy: promote ⇧µ⌫ = hTµ⌫i � (✏uµu⌫ + P (✏){gµ⌫ + uµu⌫})
to an independent dynamical field. The prototypical example is:

Instead of the diffusion equation, one now gets the Maxwell-Cattaneo equation

: okay* as long as 
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(⌧⇧D + 1)⇧µ⌫ = �⌘�µ⌫
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Formulation of hydrodynamics
Equation                                             derived from 
has two modes as solutions:

and! = �i
⌘

sT
k2 + . . .

hydrodynamics purely imaginary “quasinormal mode”

As an aside:                            showed that 
is a structure coupling hydrodynamics to the lowest quasinormal mode.

1409.5087 [hep-th]
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situations, where only a single QNM dominates the ap-
proach to equilibrium. Setting vanishing initial condi-
tions for ⇧̃µ⌫ reduces the theory to standard MIS, while
incorporating some nontrivial initial conditions allows us
to examine the physical e↵ects of the least damped non-
hydrodynamic degrees of freedom. This theory could be
used as an alternative to MIS hydrodynamics in situa-
tions, when an account of early pre-equilibrium dynamics
including modes with <(!) 6= 0 is relevant. We perform
various tests of this theory in the following section.

Before that however, we would like to mention a pos-
sible alternative which aims to get rid of the nonphysical
MIS mode altogether and use the physical nonequilib-
rium degrees of freedom as a means of ensuring hyper-
bolicity. Note that since the QNM have a sizable real
frequency, one can never describe them using the MIS de-
caying mode. This has already been emphasized in [19].

Heuristically one could proceed by using eq. (13)
and (8) in eq. (12) to find

✓
(
1

T
D)2 + 2!

I

1

T
D + |!|2

◆
⇧µ⌫ =

� ⌘|!|2�µ⌫ � c
�

1

T
D (⌘�µ⌫) + . . . (17)

where the ellipsis denotes contributions of second and
higher order in gradients. Of all possible second order
terms only one term has been kept, with a coe�cient c

�

,
which is treated as an arbitrary parameter5. This term is
included explicitly, since it improves the stability of (17).

The key property of eq. (17) is that linearization
around an equilibrium background leads to a system
of partial di↵erential equations which is hyperbolic for
c
�

� 0. The characteristic velocity in the sound channel
is found to be

v =
1p
3

⇣
1 +

c
�

⇡

⌘
1/2

, (18)

so for causality one must further impose c
�

 2⇡ (this in
fact ensures causality in all channels).

For a numerical treatment of Eq. (17) it is important
that exponentially growing modes be absent. Whether
Eq. (17) is stable in this sense depends on the values of
parameters such as the QNM frequencies and the viscos-
ity to entropy ratio. This is similar the case the MIS
equations. However, unlike that case, for the values of
⌘/s and !

R,I

characteristic of N = 4 SYM, eq. (17) con-
tains exponentially unstable modes with high k. This
renders these equations (as they stand) unsuitable for
numerical evaluation and comparison to the results of
simulations based on the AdS/CFT correspondence. Let
us emphasize, however, that these unstable modes appear

5 Solving eq. (8) in the gradient expansion shows that c� con-
tributes to second order transport coe�cients.

far outside the range of applicability of the long wave-
length description (e.g. with wave vectors k > 18.5T if
one chooses c

�

= 2⇡). It would be interesting to inves-
tigate whether one could modify Eq. (17) to cure this
pathology. This question is set aside for the moment,
and we henceforth concentrate on the simplest formula-
tion given by Eq. (16) and Eq. (12).

TESTS

An essential part of this Letter is testing the equations
(16) and (12), (15) against microscopic numerical com-
putations of N = 4 SYM plasma based on the AdS/CFT
correspondence. This requires setting the parameters to
appropriate values, i.e. ⌘/s = 1/4⇡ and !

R,I

as in eq. (4).
We also set ⌧

⇧

= 1/(2⇡), which is the smallest value al-
lowed by causality.
Here we consider two particularly symmetric configu-

rations: homogeneous isotropization and boost-invariant
flow. It is worth emphasizing at this point that homoge-
neous isotropization cannot be described at all by con-
ventional Landau-Lifshitz viscous hydrodynamics.
The AdS/CFT computations are based on numeri-

cal solutions of (4 + 1)-dimensional Einstein’s equations
with negative cosmological constant obtained following
the methods developed in [20, 21] and [5, 22]. This we
compare to numerical solutions of the new phenomeno-
logical equations initialized by specifying just the energy,
pressure anisotropy and its time derivative which we take
to agree with the values extracted from a particular nu-
merical solution of Einstein equations at the specific ini-
tialization time.
The results for holographic isotropization, depicted on

Fig. 1, show that for late enough initialization, eq. (16)
captures both the qualitative and quantitative features
of the pressure anisotropy relaxation. Comparison to
a solution of linearized Einstein’s equations, which can
be superficially thought of as a sum over all quasinor-
mal modes in this system, demonstrates that the appli-
cability of the new equations is not limited by the far-
from-equilibrium nonlinear e↵ects not captured by it, but
rather by the presence of the higher quasinormal modes
(as clearly seen in the center and right plots in Fig. 1).
The case of boost-invariant flow is presented in Fig. 2,

which shows clearly that the MIS approach captures the
late time tail very well, as do the new equations proposed
here. However, at earlier times eq. (16) provides a much
more accurate picture. Estimates of the final tempera-
ture are also more accurate if eq. (16) is used. For initial
conditions involving many QNMs the agreement at early
times should not be as good (in analogy with what is
seen in Fig. 1). Also, for initial conditions where no no-
hydrodynamic modes are excited at early times, e↵ects
of second and higher order (or possibly resummed [23])
hydrodynamics may become important.
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tions for ⇧̃µ⌫ reduces the theory to standard MIS, while
incorporating some nontrivial initial conditions allows us
to examine the physical e↵ects of the least damped non-
hydrodynamic degrees of freedom. This theory could be
used as an alternative to MIS hydrodynamics in situa-
tions, when an account of early pre-equilibrium dynamics
including modes with <(!) 6= 0 is relevant. We perform
various tests of this theory in the following section.

Before that however, we would like to mention a pos-
sible alternative which aims to get rid of the nonphysical
MIS mode altogether and use the physical nonequilib-
rium degrees of freedom as a means of ensuring hyper-
bolicity. Note that since the QNM have a sizable real
frequency, one can never describe them using the MIS de-
caying mode. This has already been emphasized in [19].

Heuristically one could proceed by using eq. (13)
and (8) in eq. (12) to find
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where the ellipsis denotes contributions of second and
higher order in gradients. Of all possible second order
terms only one term has been kept, with a coe�cient c

�

,
which is treated as an arbitrary parameter5. This term is
included explicitly, since it improves the stability of (17).

The key property of eq. (17) is that linearization
around an equilibrium background leads to a system
of partial di↵erential equations which is hyperbolic for
c
�

� 0. The characteristic velocity in the sound channel
is found to be

v =
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1 +
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so for causality one must further impose c
�

 2⇡ (this in
fact ensures causality in all channels).

For a numerical treatment of Eq. (17) it is important
that exponentially growing modes be absent. Whether
Eq. (17) is stable in this sense depends on the values of
parameters such as the QNM frequencies and the viscos-
ity to entropy ratio. This is similar the case the MIS
equations. However, unlike that case, for the values of
⌘/s and !

R,I

characteristic of N = 4 SYM, eq. (17) con-
tains exponentially unstable modes with high k. This
renders these equations (as they stand) unsuitable for
numerical evaluation and comparison to the results of
simulations based on the AdS/CFT correspondence. Let
us emphasize, however, that these unstable modes appear

5 Solving eq. (8) in the gradient expansion shows that c� con-
tributes to second order transport coe�cients.

far outside the range of applicability of the long wave-
length description (e.g. with wave vectors k > 18.5T if
one chooses c

�

= 2⇡). It would be interesting to inves-
tigate whether one could modify Eq. (17) to cure this
pathology. This question is set aside for the moment,
and we henceforth concentrate on the simplest formula-
tion given by Eq. (16) and Eq. (12).

TESTS

An essential part of this Letter is testing the equations
(16) and (12), (15) against microscopic numerical com-
putations of N = 4 SYM plasma based on the AdS/CFT
correspondence. This requires setting the parameters to
appropriate values, i.e. ⌘/s = 1/4⇡ and !

R,I

as in eq. (4).
We also set ⌧

⇧

= 1/(2⇡), which is the smallest value al-
lowed by causality.
Here we consider two particularly symmetric configu-

rations: homogeneous isotropization and boost-invariant
flow. It is worth emphasizing at this point that homoge-
neous isotropization cannot be described at all by con-
ventional Landau-Lifshitz viscous hydrodynamics.
The AdS/CFT computations are based on numeri-

cal solutions of (4 + 1)-dimensional Einstein’s equations
with negative cosmological constant obtained following
the methods developed in [20, 21] and [5, 22]. This we
compare to numerical solutions of the new phenomeno-
logical equations initialized by specifying just the energy,
pressure anisotropy and its time derivative which we take
to agree with the values extracted from a particular nu-
merical solution of Einstein equations at the specific ini-
tialization time.
The results for holographic isotropization, depicted on

Fig. 1, show that for late enough initialization, eq. (16)
captures both the qualitative and quantitative features
of the pressure anisotropy relaxation. Comparison to
a solution of linearized Einstein’s equations, which can
be superficially thought of as a sum over all quasinor-
mal modes in this system, demonstrates that the appli-
cability of the new equations is not limited by the far-
from-equilibrium nonlinear e↵ects not captured by it, but
rather by the presence of the higher quasinormal modes
(as clearly seen in the center and right plots in Fig. 1).
The case of boost-invariant flow is presented in Fig. 2,

which shows clearly that the MIS approach captures the
late time tail very well, as do the new equations proposed
here. However, at earlier times eq. (16) provides a much
more accurate picture. Estimates of the final tempera-
ture are also more accurate if eq. (16) is used. For initial
conditions involving many QNMs the agreement at early
times should not be as good (in analogy with what is
seen in Fig. 1). Also, for initial conditions where no no-
hydrodynamic modes are excited at early times, e↵ects
of second and higher order (or possibly resummed [23])
hydrodynamics may become important.

On top of this,                                    leads to an infinite gradient expansion.

Conclusion: theories like this are certain “UV-completion” of hydrodynamic modes,
much like the full N=4 SYM is a “UV-completion” of its hydrodynamic sector. 
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In the following we will address questions about the hydrodynamic gradient 
expansion raised in N=4 SYM within the framework of                                   . 

To make contact with the literature, I will consider a slightly more general theory:
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(⌧⇧D + 1)⇧µ⌫ = �⌘�µ⌫ +
�1

⌘2
⇧hµ

↵⇧
⌫i↵

(⌧⇧D + 1)⇧µ⌫ = �⌘�µ⌫

0712.2451 [hep-th]:



The attractor in
(⌧⇧D + 1)⇧µ⌫ = �⌘�µ⌫ +

�1

⌘2
⇧hµ

↵⇧
⌫i↵



Boost-invariant generalized hydrodynamics
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For the boost-invariant flow       has only one independent component:⇧µ⌫ ⇧y
y = ��(⌧)

rµhTµ⌫i = 0

2

which possesses a very high degree of symmetry, so that
the evolution equations reduce to a set of ordinary dif-
ferential equations. The symmetry in question, boost
invariance, can be taken to mean that in proper time
– rapidity coordinates ⌧, y related to Minkowski coordi-
nates t, z by

t = ⌧ cosh y , z = ⌧ sinh y , (4)

the energy density, flow velocity and shear stress tensor
depend only on the proper time ⌧ . The MIS equations
then take the simple form

⌧ ✏̇ = �4

3
✏+ � ,

⌧⇧�̇ =
4⌘

3⌧
� �1�

2

2⌘2
� 4⌧⇧�

3⌧
� � , (5)

where the dot denotes a proper time derivative and the
field � denotes �⇧y

y, the single independent component
of the shear stress tensor. The term involving �1 comes
from the elided terms in Eq. (3), for details see [5]. Note
that the previous considerations demonstrating the di-
vergence of hydrodynamic gradient expansion were also
performed in the context of Bjorken flow [6].

In a conformal theory ✏ ⇠ T 4 and the transport coe�-
cients satisfy

⌧⇧ =
C⌧⇧

T
, �1 = C�1

⌘

T
, ⌘ = C⌘ s , (6)

where s is the entropy density and C⌧⇧, C�1 , C⌘ are di-
mensionless constants. In the case of N = 4 SYM their
values are known from fluid-gravity duality [3]:

C⌧⇧ =
2� log(2)

2⇡
, C�1 =

1

2⇡
, C⌘ =

1

4⇡
. (7)

The Hydrodynamic Attractor.– From Eq. (5) one can de-
rive a single second order equation for the energy density,
or equivalently the temperature:

⌧C⌧⇧
T̈

T
+ 3⌧C⌧⇧

 
Ṫ

T

!2

+ (
11C⌧⇧

3T
+ ⌧)Ṫ +

� 4C⌘

9⌧
+

4C⌧⇧

9⌧
+

1

3
T = 0. (8)

To simplify the presentation, we have set C�1 = 0 in this
equation and in all formulae appearing in this Letter.
However we carried out all computations without this
simplification.

To proceed further it is crucial to rewrite Eq. (8) in
first order form. Introducing the dimensionless variables
w and f (as in [16])

w = ⌧T, f = ⌧
ẇ

w
, (9)

the MIS evolution equation (8) takes the form

C⌧⇧wff
0 + 4C⌧⇧f

2 +

✓
w � 16C⌧⇧

3

◆
f +

� 4C⌘

9
+

16C⌧⇧

9
� 2w

3
= 0, (10)

where the prime denotes a derivative with respect to w.
Equations (9) and (10) together are equivalent to (8) as
long as the function w(⌧) is invertible.
At large times, which translate to large w, we expect

universal hydrodynamic behaviour [16]. In phenomeno-
logical analysis of heavy ion experiments, usually based
on MIS theory, hydrodynamic codes are initialized typi-
cally at w ⇡ 0.5 [17]. Eq. (10) indeed possesses a unique
stable solution which can be presented as a series in pow-
ers of 1/w

f(w) =
2

3
+

4C⌘

9w
+

8C⌘C⌧⇧

27w2
+O(

1

w3
). (11)

This is, in fact, the hydrodynamic gradient expansion.
It is easy to see that linear perturbations around this

formal solution decay exponentially on a time scale set
by ⌧⇧:

�f(w) ⇠ exp

✓
� 3

2C⌧⇧
w

◆
w

C⌘�2C�1
C⌧⇧

✓
1 +O(

1

w
)

◆
(12)

(in this formula we have included the contribution from
C�1). This is precisely the short-lived mode introduced
by the MIS prescription. In the language of the grav-
ity dual to N = 4 SYM, this would be an analogue of
a quasinormal mode [6, 18], whose frequency is purely
imaginary.
The presence of this exponentially decaying mode sug-

gests that, at least for large values of w, Eq. (10) pos-
sesses an attractor solution. We propose that this attrac-
tor constitutes the definition of hydrodynamic behaviour.
As discussed below, the presence of this attractor can
be inferred without reference to the gradient expansion,
which, as shown in the following section, is in fact diver-
gent.
The existence of the hydrodynamic attractor is sup-

ported by examining the behaviour of generic solutions
of Eq. (9), with initial conditions set at various values of
w. As seen in Fig. 1, a generic solution rapidly decays
to the attractor. Furthermore, the attractor appears to
persist even at very small values of w, where hydrody-
namics of finite order becomes ill-defined. Note also that
truncating Eq. (11) at first or second order gives results
distinctly di↵erent from the attractor at low w. As seen
in Fig. 1, the magnitude of this di↵erence depends on the
values of the fluid parameters: the relaxation time C⌧⇧

and ⌘/s.
Examining the behaviour of f for w close to zero one

finds two solutions, one of which is stable

f(w) =
2
p
C⌧⇧ +

p
C⌘

3
p
C⌧⇧

+O(w) (13)

2

which possesses a very high degree of symmetry, so that
the evolution equations reduce to a set of ordinary dif-
ferential equations. The symmetry in question, boost
invariance, can be taken to mean that in proper time
– rapidity coordinates ⌧, y related to Minkowski coordi-
nates t, z by

t = ⌧ cosh y , z = ⌧ sinh y , (4)

the energy density, flow velocity and shear stress tensor
depend only on the proper time ⌧ . The MIS equations
then take the simple form
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4⌘
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� �1�
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2⌘2
� 4⌧⇧�

3⌧
� � , (5)

where the dot denotes a proper time derivative and the
field � denotes �⇧y

y, the single independent component
of the shear stress tensor. The term involving �1 comes
from the elided terms in Eq. (3), for details see [5]. Note
that the previous considerations demonstrating the di-
vergence of hydrodynamic gradient expansion were also
performed in the context of Bjorken flow [6].

In a conformal theory ✏ ⇠ T 4 and the transport coe�-
cients satisfy

⌧⇧ =
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T
, �1 = C�1

⌘

T
, ⌘ = C⌘ s , (6)

where s is the entropy density and C⌧⇧, C�1 , C⌘ are di-
mensionless constants. In the case of N = 4 SYM their
values are known from fluid-gravity duality [3]:

C⌧⇧ =
2� log(2)
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, C⌘ =
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4⇡
. (7)

The Hydrodynamic Attractor.– From Eq. (5) one can de-
rive a single second order equation for the energy density,
or equivalently the temperature:
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To simplify the presentation, we have set C�1 = 0 in this
equation and in all formulae appearing in this Letter.
However we carried out all computations without this
simplification.

To proceed further it is crucial to rewrite Eq. (8) in
first order form. Introducing the dimensionless variables
w and f (as in [16])

w = ⌧T, f = ⌧
ẇ

w
, (9)

the MIS evolution equation (8) takes the form
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where the prime denotes a derivative with respect to w.
Equations (9) and (10) together are equivalent to (8) as
long as the function w(⌧) is invertible.
At large times, which translate to large w, we expect

universal hydrodynamic behaviour [16]. In phenomeno-
logical analysis of heavy ion experiments, usually based
on MIS theory, hydrodynamic codes are initialized typi-
cally at w ⇡ 0.5 [17]. Eq. (10) indeed possesses a unique
stable solution which can be presented as a series in pow-
ers of 1/w
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This is, in fact, the hydrodynamic gradient expansion.
It is easy to see that linear perturbations around this

formal solution decay exponentially on a time scale set
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(in this formula we have included the contribution from
C�1). This is precisely the short-lived mode introduced
by the MIS prescription. In the language of the grav-
ity dual to N = 4 SYM, this would be an analogue of
a quasinormal mode [6, 18], whose frequency is purely
imaginary.
The presence of this exponentially decaying mode sug-

gests that, at least for large values of w, Eq. (10) pos-
sesses an attractor solution. We propose that this attrac-
tor constitutes the definition of hydrodynamic behaviour.
As discussed below, the presence of this attractor can
be inferred without reference to the gradient expansion,
which, as shown in the following section, is in fact diver-
gent.
The existence of the hydrodynamic attractor is sup-

ported by examining the behaviour of generic solutions
of Eq. (9), with initial conditions set at various values of
w. As seen in Fig. 1, a generic solution rapidly decays
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persist even at very small values of w, where hydrody-
namics of finite order becomes ill-defined. Note also that
truncating Eq. (11) at first or second order gives results
distinctly di↵erent from the attractor at low w. As seen
in Fig. 1, the magnitude of this di↵erence depends on the
values of the fluid parameters: the relaxation time C⌧⇧

and ⌘/s.
Examining the behaviour of f for w close to zero one

finds two solutions, one of which is stable
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attractor

f(w) = f0 + f1w
�1

f(w) = f0 + f1w
�1 + f2w

�2

different solutions

late timeearly time
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f =
1X
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Let’s now consider small perturbations on top of hydrodynamics

f =
2

3
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4C⌘

9
w�1 +

8C⌘(C⌧⇧ � C�1)

27
w�2 + . . .+ �f

The solution takes the form 
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exponential dampening (QNM) divergent series

Analogy with QFT:

1

w
~ coupling constant

1

w
expansion in powers of      ~ perturbative expansion

 QNM ~ nonperturbative object (instanton*)
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Analytic continuation of Borel transform reveals dense series of poles on real axis

Assuming the leading singularity of the form              we obtain the following relation

4

on the real axis, starting at ⇠0 = 7.21187, which signals
the presence of a cut originating at that point [21]. This
can be corroborated by applying the ratio method [20],
which allows the estimation of the location and order
of the leading branch-cut singularity by examining the
series coe�cients. Specifically, if the function approxi-
mated by Eq. (16) has the leading singularity of the form
(⇠0 � ⇠)� then for large n

fn
fn+1

= ⇠0
n

n+ 1

✓
1 +

1 + �

n
+O(

1

n2
)

◆
. (18)

Applying this formula one finds ⇠0 = 7.21181, which is
consistent with the result obtained using the Padé ap-
proximant, and � = 1.1449.

FIG. 2. The large order behaviour of the hydrodynamic series.
The slope is consistent with location of the singularity nearest
to the origin as given by Eq. (18). Depending on the value of
C�1 the sign of the coe�cients may change at some value of
n, but the series is not alternating at high order (for N = 4
SYM parameters this happens at n = 3).

In fact, we will argue in the following section that the
analytic structure of the analytic continuation f̃B must
involve further singularities on the real axis precisely in
the following form:

f̃B(⇠) = h0(⇠) + (⇠0 � ⇠)�h1(⇠) + (2⇠0 � ⇠)2�h2(⇠) + . . .
(19)

where the functions hk(⇠) are analytic and the ellipsis
denotes further singularities at integer multiples of ⇠0.

Such branch cut singularities of f̃B lead to ambiguities
in the inverse Borel transform. Indeed, such a series is not
Borel summable in the usual sense. It is however known
that even in such cases a resummation is possible (see
e.g. [22]), but requires a nontrivial choice on integration
contour. The freedom in the choice of integration contour

leads to complex ambiguities

�fR(w) = ei⇡kp�w

Z 1

k⇠0

d⇠ e�w ⇠(⇠ � k⇠0)
k�hk(⇠), (20)

where p is an odd integer reflecting the choice of Riemann
sheet. For large w this becomes

�fR(w) ⇡ ei⇡kp��(k� + 1)hk(k⇠0)
�
w��e�w⇠0

�k
. (21)

This ambiguity is a feature of the hydrodynamic se-
ries and its presence is an indication of physics outside
the gradient expansion. We have seen in the previous
section that there are non-analytic, exponentially sup-
pressed corrections to the hydrodynamic series following
from the presence of the non-hydrodynamic MIS mode.
These have precisely the correct structure to eliminate
the k = 1 ambiguity in inverting the Borel transform.
Indeed, comparing Eq. (21) with Eq. (12) we are led to
identify ⇠0 with 3/2C⌧⇧ and �� with (C⌘ � 2C�1)/C⌧⇧.
Evaluating these combinations with parameter values ap-
propriate for N = 4 SYM (Eq. (7)) gives agreement to
5 significant digits. Both Eq. (21) and Eq. (12) receive
corrections in 1/w and we expect them to match also.
The nonlinear structure of Eq. (10) suggests the pres-

ence of an infinite series of exponential corrections, which
must be matched by further branch cuts in Eq. (19). In
the following section we calculate these corrections and
give strong evidence that they conspire to yield an un-
ambiguous, finite and real answer for fR, up to a real
constant of integration.

Resurgence – The results presented so far suggest that
Eq. (10) should possess a solution in the form of a
transseries [23]:

f(w) =
1X

m=0

cm⌦(w)m
1X

n=0

am,nw
�n , (22)

where ⌦ ⌘ w�� exp(�w⇠0) while c and am,n are coef-
ficients to be determined by the equation. Indeed, by
direct substitution one can check that all the coe�cients
am,n in Eq. (22) are fixed uniquely apart from a1,0, which
can be absorbed into the constant c.
For each value of m in Eq. (22) the series over n is ex-

pected to be divergent – we have checked this for m  2.
Applying the Padé-Borel techniques discussed in the pre-
vious section leads to complex resummation ambiguities
for each of these series. To obtain a meaningful answer it
must be possible to choose the single complex constant
c in such a way that the result does not depend on the
choice of integration contours and that all the imaginary
parts cancel.
The key observation is that the ambiguity at the lead-

ing order of the transseries is proportional to ⌦, so it can
only be cancelled by terms of order m = 1 or higher.
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to the origin as given by Eq. (18). Depending on the value of
C�1 the sign of the coe�cients may change at some value of
n, but the series is not alternating at high order (for N = 4
SYM parameters this happens at n = 3).

In fact, we will argue in the following section that the
analytic structure of the analytic continuation f̃B must
involve further singularities on the real axis precisely in
the following form:

f̃B(⇠) = h0(⇠) + (⇠0 � ⇠)�h1(⇠) + (2⇠0 � ⇠)2�h2(⇠) + . . .
(19)

where the functions hk(⇠) are analytic and the ellipsis
denotes further singularities at integer multiples of ⇠0.

Such branch cut singularities of f̃B lead to ambiguities
in the inverse Borel transform. Indeed, such a series is not
Borel summable in the usual sense. It is however known
that even in such cases a resummation is possible (see
e.g. [22]), but requires a nontrivial choice on integration
contour. The freedom in the choice of integration contour
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This ambiguity is a feature of the hydrodynamic se-
ries and its presence is an indication of physics outside
the gradient expansion. We have seen in the previous
section that there are non-analytic, exponentially sup-
pressed corrections to the hydrodynamic series following
from the presence of the non-hydrodynamic MIS mode.
These have precisely the correct structure to eliminate
the k = 1 ambiguity in inverting the Borel transform.
Indeed, comparing Eq. (21) with Eq. (12) we are led to
identify ⇠0 with 3/2C⌧⇧ and �� with (C⌘ � 2C�1)/C⌧⇧.
Evaluating these combinations with parameter values ap-
propriate for N = 4 SYM (Eq. (7)) gives agreement to
5 significant digits. Both Eq. (21) and Eq. (12) receive
corrections in 1/w and we expect them to match also.
The nonlinear structure of Eq. (10) suggests the pres-

ence of an infinite series of exponential corrections, which
must be matched by further branch cuts in Eq. (19). In
the following section we calculate these corrections and
give strong evidence that they conspire to yield an un-
ambiguous, finite and real answer for fR, up to a real
constant of integration.

Resurgence – The results presented so far suggest that
Eq. (10) should possess a solution in the form of a
transseries [23]:
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cm⌦(w)m
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n=0

am,nw
�n , (22)

where ⌦ ⌘ w�� exp(�w⇠0) while c and am,n are coef-
ficients to be determined by the equation. Indeed, by
direct substitution one can check that all the coe�cients
am,n in Eq. (22) are fixed uniquely apart from a1,0, which
can be absorbed into the constant c.
For each value of m in Eq. (22) the series over n is ex-

pected to be divergent – we have checked this for m  2.
Applying the Padé-Borel techniques discussed in the pre-
vious section leads to complex resummation ambiguities
for each of these series. To obtain a meaningful answer it
must be possible to choose the single complex constant
c in such a way that the result does not depend on the
choice of integration contours and that all the imaginary
parts cancel.
The key observation is that the ambiguity at the lead-

ing order of the transseries is proportional to ⌦, so it can
only be cancelled by terms of order m = 1 or higher.
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In fact, we will argue in the following section that the
analytic structure of the analytic continuation f̃B must
involve further singularities on the real axis precisely in
the following form:
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where the functions hk(⇠) are analytic and the ellipsis
denotes further singularities at integer multiples of ⇠0.

Such branch cut singularities of f̃B lead to ambiguities
in the inverse Borel transform. Indeed, such a series is not
Borel summable in the usual sense. It is however known
that even in such cases a resummation is possible (see
e.g. [22]), but requires a nontrivial choice on integration
contour. The freedom in the choice of integration contour
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This ambiguity is a feature of the hydrodynamic se-
ries and its presence is an indication of physics outside
the gradient expansion. We have seen in the previous
section that there are non-analytic, exponentially sup-
pressed corrections to the hydrodynamic series following
from the presence of the non-hydrodynamic MIS mode.
These have precisely the correct structure to eliminate
the k = 1 ambiguity in inverting the Borel transform.
Indeed, comparing Eq. (21) with Eq. (12) we are led to
identify ⇠0 with 3/2C⌧⇧ and �� with (C⌘ � 2C�1)/C⌧⇧.
Evaluating these combinations with parameter values ap-
propriate for N = 4 SYM (Eq. (7)) gives agreement to
5 significant digits. Both Eq. (21) and Eq. (12) receive
corrections in 1/w and we expect them to match also.
The nonlinear structure of Eq. (10) suggests the pres-

ence of an infinite series of exponential corrections, which
must be matched by further branch cuts in Eq. (19). In
the following section we calculate these corrections and
give strong evidence that they conspire to yield an un-
ambiguous, finite and real answer for fR, up to a real
constant of integration.

Resurgence – The results presented so far suggest that
Eq. (10) should possess a solution in the form of a
transseries [23]:
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ficients to be determined by the equation. Indeed, by
direct substitution one can check that all the coe�cients
am,n in Eq. (22) are fixed uniquely apart from a1,0, which
can be absorbed into the constant c.
For each value of m in Eq. (22) the series over n is ex-

pected to be divergent – we have checked this for m  2.
Applying the Padé-Borel techniques discussed in the pre-
vious section leads to complex resummation ambiguities
for each of these series. To obtain a meaningful answer it
must be possible to choose the single complex constant
c in such a way that the result does not depend on the
choice of integration contours and that all the imaginary
parts cancel.
The key observation is that the ambiguity at the lead-

ing order of the transseries is proportional to ⌦, so it can
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We assume the following analytic structure of          with         analytic for  
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on the real axis, starting at ⇠0 = 7.21187, which signals
the presence of a cut originating at that point [21]. This
can be corroborated by applying the ratio method [20],
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Applying this formula one finds ⇠0 = 7.21181, which is
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proximant, and � = 1.1449.
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n, but the series is not alternating at high order (for N = 4
SYM parameters this happens at n = 3).

In fact, we will argue in the following section that the
analytic structure of the analytic continuation f̃B must
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the following form:
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where the functions hk(⇠) are analytic and the ellipsis
denotes further singularities at integer multiples of ⇠0.

Such branch cut singularities of f̃B lead to ambiguities
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This ambiguity is a feature of the hydrodynamic se-
ries and its presence is an indication of physics outside
the gradient expansion. We have seen in the previous
section that there are non-analytic, exponentially sup-
pressed corrections to the hydrodynamic series following
from the presence of the non-hydrodynamic MIS mode.
These have precisely the correct structure to eliminate
the k = 1 ambiguity in inverting the Borel transform.
Indeed, comparing Eq. (21) with Eq. (12) we are led to
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corrections in 1/w and we expect them to match also.
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ence of an infinite series of exponential corrections, which
must be matched by further branch cuts in Eq. (19). In
the following section we calculate these corrections and
give strong evidence that they conspire to yield an un-
ambiguous, finite and real answer for fR, up to a real
constant of integration.

Resurgence – The results presented so far suggest that
Eq. (10) should possess a solution in the form of a
transseries [23]:
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where ⌦ ⌘ w�� exp(�w⇠0) while c and am,n are coef-
ficients to be determined by the equation. Indeed, by
direct substitution one can check that all the coe�cients
am,n in Eq. (22) are fixed uniquely apart from a1,0, which
can be absorbed into the constant c.
For each value of m in Eq. (22) the series over n is ex-

pected to be divergent – we have checked this for m  2.
Applying the Padé-Borel techniques discussed in the pre-
vious section leads to complex resummation ambiguities
for each of these series. To obtain a meaningful answer it
must be possible to choose the single complex constant
c in such a way that the result does not depend on the
choice of integration contours and that all the imaginary
parts cancel.
The key observation is that the ambiguity at the lead-

ing order of the transseries is proportional to ⌦, so it can
only be cancelled by terms of order m = 1 or higher.
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FIG. 1. The blue lines are numerical solutions of Eq. (9) for
various initial conditions; the thick, magenta line is the nu-
merically determined attractor. The red, dashed and green,
dotted lines represents first and second order order hydro-
dynamics. The upper plot was made with parameter values
appropriate for N = 4 SYM, while the lower plot has both
⌘/s and C⌧⇧ increased by a factor of 3. Note that in the latter
case the hydrodynamic attractor is attained at larger values
of w, as expected from Eq. (12).

By setting the initial value of f at small w which is arbi-
trarily close to Eq. (13), the attractor can be determined
numerically with the result shown in Fig. 1.

Another way of characterizing the attractor is to ex-
pand Eq. (10) in derivatives of f – this is an analog of the
slow-roll expansion in theories of inflation (see e.g. [19]).
This way one generates a kind of gradient expansion, but
this is not the usual hydrodynamical expansion, since
the generated approximations to f are not polynomials
in 1/w. By choosing the correct branch of the square
root which appears at leading order one can ensure that
expanding the k-th approximation in powers of 1/w one

finds consistency with hydro at order k + 1. At leading
order one finds

f(w) =
2

3
� w

8C⌧⇧
+

p
64C⌘C⌧⇧ + 9w2

24C⌧⇧
. (14)

Continuing this to second order gives an analytic repre-
sentation of the attractor which matches the numerically
computed curve even for w as small as 0.1. The slow-roll
expansion at low orders gives a very accurate representa-
tion of the hydro attractor, but it is easily checked that
this expansion is also divergent.
Finally, one can also construct the attractor in an

expansion around w = 0 starting with f(w) given by
Eq. (13). It turns that the radius of convergence of this
series is finite. All three expansion schemes described
above – the expansion in powers of w, in powers of 1/w
and the “slow-roll” expansion are consistent with the nu-
merically determined attractor.

Hydrodynamic Gradient Expansion at High Orders.– In
what follows we focus on the hydrodynamic expansion,
the expansion in powers of 1/w. It is straightforward to
generate the gradient expansion up to essentially arbi-
trarily high order (in practice we chose to stop at 200).
As seen in Fig. 2, the coe�cients fn of the series solution

f(w) =
1X

n=0

fnw
�n (15)

show factorial behaviour at large n. This is completely
analogous to the results obtained in [6] for the case of
N = 4 SYM.
In view of the divergence of the hydrodynamic expan-

sion we turn to the Borel summation technique. The
Borel transform of f is given by

fB(⇠) =
1X

n=0

fn
n!

⇠n (16)

and results in a series which has a finite radius of con-
vergence. Note that in Eq. (16) large w corresponds to
small ⇠. To invert the Borel transform it is necessary to
know the analytic continuation of series (16), which we
denote by f̃B(⇠). The inverse Borel transform

fR(w) =

Z

C
d⇠ e�⇠ f̃B(⇠/w) = w

Z

C
d⇠ e�w⇠ f̃B(⇠) (17)

where C denotes a contour in the complex plane connect-
ing 0 and 1, is interpreted as a resummation of the orig-
inal divergent series (15). To carry out the integration it
is essential to know the analytic structure of f̃B(⇠).
One way to perform the analytic continuation is to use

Padé approximants [20] which is the approach we adopt
throughout this study. We begin by examining the diago-
nal Padé approximant given by a ratio of two polynomials
of order 100. This function has a dense sequence of poles
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on the real axis, starting at ⇠0 = 7.21187, which signals
the presence of a cut originating at that point [21]. This
can be corroborated by applying the ratio method [20],
which allows the estimation of the location and order
of the leading branch-cut singularity by examining the
series coe�cients. Specifically, if the function approxi-
mated by Eq. (16) has the leading singularity of the form
(⇠0 � ⇠)� then for large n
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Applying this formula one finds ⇠0 = 7.21181, which is
consistent with the result obtained using the Padé ap-
proximant, and � = 1.1449.

FIG. 2. The large order behaviour of the hydrodynamic series.
The slope is consistent with location of the singularity nearest
to the origin as given by Eq. (18). Depending on the value of
C�1 the sign of the coe�cients may change at some value of
n, but the series is not alternating at high order (for N = 4
SYM parameters this happens at n = 3).

In fact, we will argue in the following section that the
analytic structure of the analytic continuation f̃B must
involve further singularities on the real axis precisely in
the following form:

f̃B(⇠) = h0(⇠) + (⇠0 � ⇠)�h1(⇠) + (2⇠0 � ⇠)2�h2(⇠) + . . .
(19)

where the functions hk(⇠) are analytic and the ellipsis
denotes further singularities at integer multiples of ⇠0.

Such branch cut singularities of f̃B lead to ambiguities
in the inverse Borel transform. Indeed, such a series is not
Borel summable in the usual sense. It is however known
that even in such cases a resummation is possible (see
e.g. [22]), but requires a nontrivial choice on integration
contour. The freedom in the choice of integration contour

leads to complex ambiguities

�fR(w) = ei⇡kp�w

Z 1

k⇠0

d⇠ e�w ⇠(⇠ � k⇠0)
k�hk(⇠), (20)

where p is an odd integer reflecting the choice of Riemann
sheet. For large w this becomes

�fR(w) ⇡ ei⇡kp��(k� + 1)hk(k⇠0)
�
w��e�w⇠0

�k
. (21)

This ambiguity is a feature of the hydrodynamic se-
ries and its presence is an indication of physics outside
the gradient expansion. We have seen in the previous
section that there are non-analytic, exponentially sup-
pressed corrections to the hydrodynamic series following
from the presence of the non-hydrodynamic MIS mode.
These have precisely the correct structure to eliminate
the k = 1 ambiguity in inverting the Borel transform.
Indeed, comparing Eq. (21) with Eq. (12) we are led to
identify ⇠0 with 3/2C⌧⇧ and �� with (C⌘ � 2C�1)/C⌧⇧.
Evaluating these combinations with parameter values ap-
propriate for N = 4 SYM (Eq. (7)) gives agreement to
5 significant digits. Both Eq. (21) and Eq. (12) receive
corrections in 1/w and we expect them to match also.
The nonlinear structure of Eq. (10) suggests the pres-

ence of an infinite series of exponential corrections, which
must be matched by further branch cuts in Eq. (19). In
the following section we calculate these corrections and
give strong evidence that they conspire to yield an un-
ambiguous, finite and real answer for fR, up to a real
constant of integration.

Resurgence – The results presented so far suggest that
Eq. (10) should possess a solution in the form of a
transseries [23]:

f(w) =
1X

m=0

cm⌦(w)m
1X

n=0

am,nw
�n , (22)

where ⌦ ⌘ w�� exp(�w⇠0) while c and am,n are coef-
ficients to be determined by the equation. Indeed, by
direct substitution one can check that all the coe�cients
am,n in Eq. (22) are fixed uniquely apart from a1,0, which
can be absorbed into the constant c.
For each value of m in Eq. (22) the series over n is ex-

pected to be divergent – we have checked this for m  2.
Applying the Padé-Borel techniques discussed in the pre-
vious section leads to complex resummation ambiguities
for each of these series. To obtain a meaningful answer it
must be possible to choose the single complex constant
c in such a way that the result does not depend on the
choice of integration contours and that all the imaginary
parts cancel.
The key observation is that the ambiguity at the lead-

ing order of the transseries is proportional to ⌦, so it can
only be cancelled by terms of order m = 1 or higher.
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to the origin as given by Eq. (18). Depending on the value of
C�1 the sign of the coe�cients may change at some value of
n, but the series is not alternating at high order (for N = 4
SYM parameters this happens at n = 3).

In fact, we will argue in the following section that the
analytic structure of the analytic continuation f̃B must
involve further singularities on the real axis precisely in
the following form:

f̃B(⇠) = h0(⇠) + (⇠0 � ⇠)�h1(⇠) + (2⇠0 � ⇠)2�h2(⇠) + . . .
(19)

where the functions hk(⇠) are analytic and the ellipsis
denotes further singularities at integer multiples of ⇠0.

Such branch cut singularities of f̃B lead to ambiguities
in the inverse Borel transform. Indeed, such a series is not
Borel summable in the usual sense. It is however known
that even in such cases a resummation is possible (see
e.g. [22]), but requires a nontrivial choice on integration
contour. The freedom in the choice of integration contour
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sheet. For large w this becomes
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This ambiguity is a feature of the hydrodynamic se-
ries and its presence is an indication of physics outside
the gradient expansion. We have seen in the previous
section that there are non-analytic, exponentially sup-
pressed corrections to the hydrodynamic series following
from the presence of the non-hydrodynamic MIS mode.
These have precisely the correct structure to eliminate
the k = 1 ambiguity in inverting the Borel transform.
Indeed, comparing Eq. (21) with Eq. (12) we are led to
identify ⇠0 with 3/2C⌧⇧ and �� with (C⌘ � 2C�1)/C⌧⇧.
Evaluating these combinations with parameter values ap-
propriate for N = 4 SYM (Eq. (7)) gives agreement to
5 significant digits. Both Eq. (21) and Eq. (12) receive
corrections in 1/w and we expect them to match also.
The nonlinear structure of Eq. (10) suggests the pres-

ence of an infinite series of exponential corrections, which
must be matched by further branch cuts in Eq. (19). In
the following section we calculate these corrections and
give strong evidence that they conspire to yield an un-
ambiguous, finite and real answer for fR, up to a real
constant of integration.

Resurgence – The results presented so far suggest that
Eq. (10) should possess a solution in the form of a
transseries [23]:

f(w) =
1X

m=0

cm⌦(w)m
1X

n=0

am,nw
�n , (22)

where ⌦ ⌘ w�� exp(�w⇠0) while c and am,n are coef-
ficients to be determined by the equation. Indeed, by
direct substitution one can check that all the coe�cients
am,n in Eq. (22) are fixed uniquely apart from a1,0, which
can be absorbed into the constant c.
For each value of m in Eq. (22) the series over n is ex-

pected to be divergent – we have checked this for m  2.
Applying the Padé-Borel techniques discussed in the pre-
vious section leads to complex resummation ambiguities
for each of these series. To obtain a meaningful answer it
must be possible to choose the single complex constant
c in such a way that the result does not depend on the
choice of integration contours and that all the imaginary
parts cancel.
The key observation is that the ambiguity at the lead-

ing order of the transseries is proportional to ⌦, so it can
only be cancelled by terms of order m = 1 or higher.
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to the origin as given by Eq. (18). Depending on the value of
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n, but the series is not alternating at high order (for N = 4
SYM parameters this happens at n = 3).

In fact, we will argue in the following section that the
analytic structure of the analytic continuation f̃B must
involve further singularities on the real axis precisely in
the following form:

f̃B(⇠) = h0(⇠) + (⇠0 � ⇠)�h1(⇠) + (2⇠0 � ⇠)2�h2(⇠) + . . .
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where the functions hk(⇠) are analytic and the ellipsis
denotes further singularities at integer multiples of ⇠0.

Such branch cut singularities of f̃B lead to ambiguities
in the inverse Borel transform. Indeed, such a series is not
Borel summable in the usual sense. It is however known
that even in such cases a resummation is possible (see
e.g. [22]), but requires a nontrivial choice on integration
contour. The freedom in the choice of integration contour
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This ambiguity is a feature of the hydrodynamic se-
ries and its presence is an indication of physics outside
the gradient expansion. We have seen in the previous
section that there are non-analytic, exponentially sup-
pressed corrections to the hydrodynamic series following
from the presence of the non-hydrodynamic MIS mode.
These have precisely the correct structure to eliminate
the k = 1 ambiguity in inverting the Borel transform.
Indeed, comparing Eq. (21) with Eq. (12) we are led to
identify ⇠0 with 3/2C⌧⇧ and �� with (C⌘ � 2C�1)/C⌧⇧.
Evaluating these combinations with parameter values ap-
propriate for N = 4 SYM (Eq. (7)) gives agreement to
5 significant digits. Both Eq. (21) and Eq. (12) receive
corrections in 1/w and we expect them to match also.
The nonlinear structure of Eq. (10) suggests the pres-

ence of an infinite series of exponential corrections, which
must be matched by further branch cuts in Eq. (19). In
the following section we calculate these corrections and
give strong evidence that they conspire to yield an un-
ambiguous, finite and real answer for fR, up to a real
constant of integration.

Resurgence – The results presented so far suggest that
Eq. (10) should possess a solution in the form of a
transseries [23]:

f(w) =
1X

m=0

cm⌦(w)m
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n=0

am,nw
�n , (22)

where ⌦ ⌘ w�� exp(�w⇠0) while c and am,n are coef-
ficients to be determined by the equation. Indeed, by
direct substitution one can check that all the coe�cients
am,n in Eq. (22) are fixed uniquely apart from a1,0, which
can be absorbed into the constant c.
For each value of m in Eq. (22) the series over n is ex-

pected to be divergent – we have checked this for m  2.
Applying the Padé-Borel techniques discussed in the pre-
vious section leads to complex resummation ambiguities
for each of these series. To obtain a meaningful answer it
must be possible to choose the single complex constant
c in such a way that the result does not depend on the
choice of integration contours and that all the imaginary
parts cancel.
The key observation is that the ambiguity at the lead-

ing order of the transseries is proportional to ⌦, so it can
only be cancelled by terms of order m = 1 or higher.

f(w)

,  where

4

on the real axis, starting at ⇠0 = 7.21187, which signals
the presence of a cut originating at that point [21]. This
can be corroborated by applying the ratio method [20],
which allows the estimation of the location and order
of the leading branch-cut singularity by examining the
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proximant, and � = 1.1449.

FIG. 2. The large order behaviour of the hydrodynamic series.
The slope is consistent with location of the singularity nearest
to the origin as given by Eq. (18). Depending on the value of
C�1 the sign of the coe�cients may change at some value of
n, but the series is not alternating at high order (for N = 4
SYM parameters this happens at n = 3).

In fact, we will argue in the following section that the
analytic structure of the analytic continuation f̃B must
involve further singularities on the real axis precisely in
the following form:

f̃B(⇠) = h0(⇠) + (⇠0 � ⇠)�h1(⇠) + (2⇠0 � ⇠)2�h2(⇠) + . . .
(19)

where the functions hk(⇠) are analytic and the ellipsis
denotes further singularities at integer multiples of ⇠0.

Such branch cut singularities of f̃B lead to ambiguities
in the inverse Borel transform. Indeed, such a series is not
Borel summable in the usual sense. It is however known
that even in such cases a resummation is possible (see
e.g. [22]), but requires a nontrivial choice on integration
contour. The freedom in the choice of integration contour

leads to complex ambiguities
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sheet. For large w this becomes

�fR(w) ⇡ ei⇡kp��(k� + 1)hk(k⇠0)
�
w��e�w⇠0

�k
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This ambiguity is a feature of the hydrodynamic se-
ries and its presence is an indication of physics outside
the gradient expansion. We have seen in the previous
section that there are non-analytic, exponentially sup-
pressed corrections to the hydrodynamic series following
from the presence of the non-hydrodynamic MIS mode.
These have precisely the correct structure to eliminate
the k = 1 ambiguity in inverting the Borel transform.
Indeed, comparing Eq. (21) with Eq. (12) we are led to
identify ⇠0 with 3/2C⌧⇧ and �� with (C⌘ � 2C�1)/C⌧⇧.
Evaluating these combinations with parameter values ap-
propriate for N = 4 SYM (Eq. (7)) gives agreement to
5 significant digits. Both Eq. (21) and Eq. (12) receive
corrections in 1/w and we expect them to match also.
The nonlinear structure of Eq. (10) suggests the pres-

ence of an infinite series of exponential corrections, which
must be matched by further branch cuts in Eq. (19). In
the following section we calculate these corrections and
give strong evidence that they conspire to yield an un-
ambiguous, finite and real answer for fR, up to a real
constant of integration.

Resurgence – The results presented so far suggest that
Eq. (10) should possess a solution in the form of a
transseries [23]:
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1X
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cm⌦(w)m
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n=0

am,nw
�n , (22)

where ⌦ ⌘ w�� exp(�w⇠0) while c and am,n are coef-
ficients to be determined by the equation. Indeed, by
direct substitution one can check that all the coe�cients
am,n in Eq. (22) are fixed uniquely apart from a1,0, which
can be absorbed into the constant c.
For each value of m in Eq. (22) the series over n is ex-

pected to be divergent – we have checked this for m  2.
Applying the Padé-Borel techniques discussed in the pre-
vious section leads to complex resummation ambiguities
for each of these series. To obtain a meaningful answer it
must be possible to choose the single complex constant
c in such a way that the result does not depend on the
choice of integration contours and that all the imaginary
parts cancel.
The key observation is that the ambiguity at the lead-

ing order of the transseries is proportional to ⌦, so it can
only be cancelled by terms of order m = 1 or higher.

The coefficients          are fixed uniquely up to        , which can be reabsorbed in   am,n a1,0 c

Constant      is called the transseries parameter and we assume it is complex.c

Hydrodynamic gradient expansion corresponds to            subseries. m = 0

For each    , corresponding subseries in    is divergent. We expect their Borel 
transforms to each have a sequence of branch-cuts starting at      . 

m n

The sum of the transseries, defined using Borel summation, should be real and 
unambiguous, up to a single real integration constant. This leads to the resurgence.

k ⇠0
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Let’s consider the transseries with Borel sums performed over    index
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In fact, we will argue in the following section that the
analytic structure of the analytic continuation f̃B must
involve further singularities on the real axis precisely in
the following form:

f̃B(⇠) = h0(⇠) + (⇠0 � ⇠)�h1(⇠) + (2⇠0 � ⇠)2�h2(⇠) + . . .
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where the functions hk(⇠) are analytic and the ellipsis
denotes further singularities at integer multiples of ⇠0.

Such branch cut singularities of f̃B lead to ambiguities
in the inverse Borel transform. Indeed, such a series is not
Borel summable in the usual sense. It is however known
that even in such cases a resummation is possible (see
e.g. [22]), but requires a nontrivial choice on integration
contour. The freedom in the choice of integration contour
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This ambiguity is a feature of the hydrodynamic se-
ries and its presence is an indication of physics outside
the gradient expansion. We have seen in the previous
section that there are non-analytic, exponentially sup-
pressed corrections to the hydrodynamic series following
from the presence of the non-hydrodynamic MIS mode.
These have precisely the correct structure to eliminate
the k = 1 ambiguity in inverting the Borel transform.
Indeed, comparing Eq. (21) with Eq. (12) we are led to
identify ⇠0 with 3/2C⌧⇧ and �� with (C⌘ � 2C�1)/C⌧⇧.
Evaluating these combinations with parameter values ap-
propriate for N = 4 SYM (Eq. (7)) gives agreement to
5 significant digits. Both Eq. (21) and Eq. (12) receive
corrections in 1/w and we expect them to match also.
The nonlinear structure of Eq. (10) suggests the pres-

ence of an infinite series of exponential corrections, which
must be matched by further branch cuts in Eq. (19). In
the following section we calculate these corrections and
give strong evidence that they conspire to yield an un-
ambiguous, finite and real answer for fR, up to a real
constant of integration.

Resurgence – The results presented so far suggest that
Eq. (10) should possess a solution in the form of a
transseries [23]:
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where ⌦ ⌘ w�� exp(�w⇠0) while c and am,n are coef-
ficients to be determined by the equation. Indeed, by
direct substitution one can check that all the coe�cients
am,n in Eq. (22) are fixed uniquely apart from a1,0, which
can be absorbed into the constant c.
For each value of m in Eq. (22) the series over n is ex-

pected to be divergent – we have checked this for m  2.
Applying the Padé-Borel techniques discussed in the pre-
vious section leads to complex resummation ambiguities
for each of these series. To obtain a meaningful answer it
must be possible to choose the single complex constant
c in such a way that the result does not depend on the
choice of integration contours and that all the imaginary
parts cancel.
The key observation is that the ambiguity at the lead-

ing order of the transseries is proportional to ⌦, so it can
only be cancelled by terms of order m = 1 or higher.
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Let’s investigate the leading large-     behavior of the resummed expressions:

fR(w) = f (0)
R (w) + c⌦(w)f (1)

R (w) + . . .

w
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:

b
(0)
1 = ei⇡�p�(� + 1)h(0)

1 (⇠0)

b
(0)
2 = e2i⇡�p�(2� + 1)h(0)

2 (2⇠0)

b
(1)
1 = ei⇡�p�(� + 1)h(1)

1 (⇠0) (24)

The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for cancelling the ambiguity at first or-

der in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (dreen, dotted).

Note that to match the attractor we need to choose the
coeficient r 6= �Re(c), while at the level of a truncation of
the gradient expansion one would naively expect that the
attractor should correspond to setting the exponential
terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not cancelled by the exponential terms from
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:
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The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for cancelling the ambiguity at first or-

der in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (dreen, dotted).

Note that to match the attractor we need to choose the
coeficient r 6= �Re(c), while at the level of a truncation of
the gradient expansion one would naively expect that the
attractor should correspond to setting the exponential
terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not cancelled by the exponential terms from
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:
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The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for cancelling the ambiguity at first or-

der in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (dreen, dotted).

Note that to match the attractor we need to choose the
coeficient r 6= �Re(c), while at the level of a truncation of
the gradient expansion one would naively expect that the
attractor should correspond to setting the exponential
terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not cancelled by the exponential terms from
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:
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The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for cancelling the ambiguity at first or-

der in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)
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2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (dreen, dotted).

Note that to match the attractor we need to choose the
coeficient r 6= �Re(c), while at the level of a truncation of
the gradient expansion one would naively expect that the
attractor should correspond to setting the exponential
terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not cancelled by the exponential terms from
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:
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The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for cancelling the ambiguity at first or-

der in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds
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Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (dreen, dotted).

Note that to match the attractor we need to choose the
coeficient r 6= �Re(c), while at the level of a truncation of
the gradient expansion one would naively expect that the
attractor should correspond to setting the exponential
terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not cancelled by the exponential terms from

   is a physical integration constant specifying a particular solution r f(w)



Resummed hydrodynamics and the attractor

attractor

resummed transseries

f(w) = f0 + f1w
�1

f(w) = f0 + f1w
�1 + f2w

�2

Note that matching to the attractor required choosing r = 0.049 (not 0 !).

19/20



Summary



Summary

Hydrodynamic gradient expansion is divergent.

Our proposal: hydrodynamics beyond the gradient expansion = attractor.

Gradient expansion needs to be supplemented with “QNM”             transseries

Analogy with QFT: gradient expansion = perturbative expansion; “QNM” = instanton* 

Resurgence: resummation seems to be free from ambiguities, up to integration const.
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Support: ambiguities at NLO

extra

4

on the real axis, starting at ⇠0 = 7.21187, which signals
the presence of a cut originating at that point [21]. This
can be corroborated by applying the ratio method [20],
which allows the estimation of the location and order
of the leading branch-cut singularity by examining the
series coe�cients. Specifically, if the function approxi-
mated by Eq. (16) has the leading singularity of the form
(⇠0 � ⇠)� then for large n

fn
fn+1

= ⇠0
n

n+ 1

✓
1 +

1 + �

n
+O(

1

n2
)

◆
. (18)

Applying this formula one finds ⇠0 = 7.21181, which is
consistent with the result obtained using the Padé ap-
proximant, and � = 1.1449.

FIG. 2. The large order behaviour of the hydrodynamic series.
The slope is consistent with location of the singularity nearest
to the origin as given by Eq. (18). Depending on the value of
C�1 the sign of the coe�cients may change at some value of
n, but the series is not alternating at high order (for N = 4
SYM parameters this happens at n = 3).

In fact, we will argue in the following section that the
analytic structure of the analytic continuation f̃B must
involve further singularities on the real axis precisely in
the following form:

f̃B(⇠) = h0(⇠) + (⇠0 � ⇠)�h1(⇠) + (2⇠0 � ⇠)2�h2(⇠) + . . .
(19)

where the functions hk(⇠) are analytic and the ellipsis
denotes further singularities at integer multiples of ⇠0.

Such branch cut singularities of f̃B lead to ambiguities
in the inverse Borel transform. Indeed, such a series is not
Borel summable in the usual sense. It is however known
that even in such cases a resummation is possible (see
e.g. [22]), but requires a nontrivial choice on integration
contour. The freedom in the choice of integration contour

leads to complex ambiguities

�fR(w) = ei⇡kp�w

Z 1

k⇠0

d⇠ e�w ⇠(⇠ � k⇠0)
k�hk(⇠), (20)

where p is an odd integer reflecting the choice of Riemann
sheet. For large w this becomes

�fR(w) ⇡ ei⇡kp��(k� + 1)hk(k⇠0)
�
w��e�w⇠0

�k
. (21)

This ambiguity is a feature of the hydrodynamic se-
ries and its presence is an indication of physics outside
the gradient expansion. We have seen in the previous
section that there are non-analytic, exponentially sup-
pressed corrections to the hydrodynamic series following
from the presence of the non-hydrodynamic MIS mode.
These have precisely the correct structure to eliminate
the k = 1 ambiguity in inverting the Borel transform.
Indeed, comparing Eq. (21) with Eq. (12) we are led to
identify ⇠0 with 3/2C⌧⇧ and �� with (C⌘ � 2C�1)/C⌧⇧.
Evaluating these combinations with parameter values ap-
propriate for N = 4 SYM (Eq. (7)) gives agreement to
5 significant digits. Both Eq. (21) and Eq. (12) receive
corrections in 1/w and we expect them to match also.
The nonlinear structure of Eq. (10) suggests the pres-

ence of an infinite series of exponential corrections, which
must be matched by further branch cuts in Eq. (19). In
the following section we calculate these corrections and
give strong evidence that they conspire to yield an un-
ambiguous, finite and real answer for fR, up to a real
constant of integration.

Resurgence – The results presented so far suggest that
Eq. (10) should possess a solution in the form of a
transseries [23]:

f(w) =
1X

m=0

cm⌦(w)m
1X

n=0

am,nw
�n , (22)

where ⌦ ⌘ w�� exp(�w⇠0) while c and am,n are coef-
ficients to be determined by the equation. Indeed, by
direct substitution one can check that all the coe�cients
am,n in Eq. (22) are fixed uniquely apart from a1,0, which
can be absorbed into the constant c.
For each value of m in Eq. (22) the series over n is ex-

pected to be divergent – we have checked this for m  2.
Applying the Padé-Borel techniques discussed in the pre-
vious section leads to complex resummation ambiguities
for each of these series. To obtain a meaningful answer it
must be possible to choose the single complex constant
c in such a way that the result does not depend on the
choice of integration contours and that all the imaginary
parts cancel.
The key observation is that the ambiguity at the lead-

ing order of the transseries is proportional to ⌦, so it can
only be cancelled by terms of order m = 1 or higher.

resummation
fR(w) = f (0)

R (w) + c⌦(w)f (1)
R (w) + . . .

The leading large-    behavior of the resummed expressions:w
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:

b
(0)
1 = ei⇡�p�(� + 1)h(0)

1 (⇠0)

b
(0)
2 = e2i⇡�p�(2� + 1)h(0)

2 (2⇠0)

b
(1)
1 = ei⇡�p�(� + 1)h(1)

1 (⇠0) (24)

The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for cancelling the ambiguity at first or-

der in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (dreen, dotted).

Note that to match the attractor we need to choose the
coeficient r 6= �Re(c), while at the level of a truncation of
the gradient expansion one would naively expect that the
attractor should correspond to setting the exponential
terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not cancelled by the exponential terms from
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:

b
(0)
1 = ei⇡�p�(� + 1)h(0)

1 (⇠0)

b
(0)
2 = e2i⇡�p�(2� + 1)h(0)

2 (2⇠0)

b
(1)
1 = ei⇡�p�(� + 1)h(1)

1 (⇠0) (24)

The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for cancelling the ambiguity at first or-

der in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (dreen, dotted).

Note that to match the attractor we need to choose the
coeficient r 6= �Re(c), while at the level of a truncation of
the gradient expansion one would naively expect that the
attractor should correspond to setting the exponential
terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not cancelled by the exponential terms from
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:
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(0)
1 = ei⇡�p�(� + 1)h(0)

1 (⇠0)

b
(0)
2 = e2i⇡�p�(2� + 1)h(0)

2 (2⇠0)

b
(1)
1 = ei⇡�p�(� + 1)h(1)

1 (⇠0) (24)

The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for cancelling the ambiguity at first or-

der in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (dreen, dotted).

Note that to match the attractor we need to choose the
coeficient r 6= �Re(c), while at the level of a truncation of
the gradient expansion one would naively expect that the
attractor should correspond to setting the exponential
terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not cancelled by the exponential terms from
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:
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1 = ei⇡�p�(� + 1)h(0)
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2 = e2i⇡�p�(2� + 1)h(0)
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b
(1)
1 = ei⇡�p�(� + 1)h(1)

1 (⇠0) (24)

The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for cancelling the ambiguity at first or-

der in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (dreen, dotted).

Note that to match the attractor we need to choose the
coeficient r 6= �Re(c), while at the level of a truncation of
the gradient expansion one would naively expect that the
attractor should correspond to setting the exponential
terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not cancelled by the exponential terms from
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:

b
(0)
1 = ei⇡�p�(� + 1)h(0)
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The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for canceling the ambiguity at first order

in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (green, dotted).

Note that to match the attractor we need to choose the
coe�cient r 6= �Re(c), while at the level of a truncation
of the gradient expansion one would naively expect that
the attractor should correspond to setting the exponen-
tial terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not canceled by the exponential terms from
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:
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The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for canceling the ambiguity at first order

in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (green, dotted).

Note that to match the attractor we need to choose the
coe�cient r 6= �Re(c), while at the level of a truncation
of the gradient expansion one would naively expect that
the attractor should correspond to setting the exponen-
tial terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not canceled by the exponential terms from
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:

b
(0)
1 = ei⇡�p�(� + 1)h(0)

1 (⇠0)

b
(0)
2 = e2i⇡�p�(2� + 1)h(0)

2 (2⇠0)

b
(1)
1 = ei⇡�p�(� + 1)h(1)

1 (⇠0) (24)

The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for canceling the ambiguity at first order

in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (green, dotted).

Note that to match the attractor we need to choose the
coe�cient r 6= �Re(c), while at the level of a truncation
of the gradient expansion one would naively expect that
the attractor should correspond to setting the exponen-
tial terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not canceled by the exponential terms from
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R =
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:

b
(0)
1 = ei⇡�p�(� + 1)h(0)

1 (⇠0)

b
(0)
2 = e2i⇡�p�(2� + 1)h(0)

2 (2⇠0)

b
(1)
1 = ei⇡�p�(� + 1)h(1)

1 (⇠0) (24)

The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for canceling the ambiguity at first order

in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (green, dotted).

Note that to match the attractor we need to choose the
coe�cient r 6= �Re(c), while at the level of a truncation
of the gradient expansion one would naively expect that
the attractor should correspond to setting the exponen-
tial terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not canceled by the exponential terms from

At order      :⌦1
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:

b
(0)
1 = ei⇡�p�(� + 1)h(0)

1 (⇠0)

b
(0)
2 = e2i⇡�p�(2� + 1)h(0)

2 (2⇠0)

b
(1)
1 = ei⇡�p�(� + 1)h(1)

1 (⇠0) (24)

The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for cancelling the ambiguity at first or-

der in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (dreen, dotted).

Note that to match the attractor we need to choose the
coeficient r 6= �Re(c), while at the level of a truncation of
the gradient expansion one would naively expect that the
attractor should correspond to setting the exponential
terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not cancelled by the exponential terms from

Now, at order     :⌦2
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where b
(m)
n are constants, and all the terms polynomial

in w have been dropped. The constants b
(m)
n capture

the leading contributions of the ambiguous terms. Their
values are obtained as described in the previous section:

b
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1 = ei⇡�p�(� + 1)h(0)
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b
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b
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1 (⇠0) (24)

The odd integer p appearing in the phase factor could a
priori be di↵erent in each function, but for a cancellation
of the ambiguity to be possible they need to be equal as
written above. Note also that the superscript indicates

the order in the transseries, so for example h
(0)
k is what

in the previous section was denoted by hk.
The condition for canceling the ambiguity at first order

in ⌦ determines the constant c

c = r � ei⇡�p�(� + 1)h(0)
1 (⇠0) (25)

up to an arbitrary real number r, which is the expected
integration constant for the first order di↵erential equa-
tion Eq. (10). Alternatively, one may say that the can-
cellation of ambiguities determines the imaginary part
of c.

Once the imaginary part of c is determined, conditions
at higher orders in ⌦ should be satisfied automatically.
At second order one finds

h
(1)
1 (⇠0) + 3h(0)

1 (⇠0) = 0

2�(2� + 1)h(0)
2 (2⇠0) + 3�(� + 1)2h(0)

1 (⇠0)
2 = 0 (26)

Checking this explicitly is not easy, as it requires a
very accurate numerical calculation of the numbers

h
(0)
1 (⇠0), h

(1)
1 (⇠0) and h

(0)
2 (2⇠0). We found that the first

of the consistency conditions Eq. (26) is satisfied at the
level of 5%. The second condition in Eq. (26) is much
harder to check given the level of accuracy attainable
using Padé approximants in the vicinity of branch cut

singularities. Note finally that the term involving h
(0)
2

would be absent if we did not include the singularity at
⇠ = 2⇠0 in Eq. (19), but its presence is necessary for
the cancellation mechanism outlined here. We expect a
similar mechanism to operate at higher orders.

Resummation – Having provided strong evidence for the
existence of an unambiguous and physically sensible re-
sult encoded in the transseries, we now invert the Borel

sums for m  2. One should be aware of various lim-
itations of this calculation which arise from transseries
truncation errors and systematic errors introduced by the
analytic continuation. To ensure su�cient accuracy we
used extended precision arithmetic (keeping one thou-
sand digits).
Inverting the Borel transform at each order of the

transseries requires performing the integral in Eq. (17).
The analytic continuation by Padé approximants works
well in regions of the complex plane away from branch
cut singularities, so we take all the integration contours
to be straight lines at arg(⇠) = ⇡/4 (in accordance with
the comment below Eq. (24)). The integrals computed
in this way are complex. The findings of the previous
section suggest that by taking the sum as in Eq. (22) one
should be able to choose the imaginary part of the con-
stant c so that the result is real for some range of w (up to
various errors discussed below). This is indeed the case
and gives a value for Im(c) consistent with Eq. (25) (with
p = �1). A combined measure of error is the imaginary
part of the result of the resummation – it remains very
small (below 0.01% relative to the real part) for w > 0.25.
We compared the result of the resummation with the

numerically computed attractor, which required fitting
the integration constant r = 0.049 (see Eq. (25)). As
seen in Fig. 3, the generalized Borel sum of the gradient
series indeed follows the attractor.

FIG. 3. The hydrodynamic attractor (magenta), compared
with the resummation result (cyan, dot-dashed) and the gra-
dient expansion of order 1 (red, dashed) and 2 (green, dotted).

Note that to match the attractor we need to choose the
coe�cient r 6= �Re(c), while at the level of a truncation
of the gradient expansion one would naively expect that
the attractor should correspond to setting the exponen-
tial terms to zero. Thus it seems that the resummation of
the gradient series contains exponentially decaying terms
which are not canceled by the exponential terms from

We were able to numerically verify only the first relation.


