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• Mostly jets today, but hopefully with implications for heavy
quarks and spin

I. Jets of our choice: energy flow

II. Some comments on jet finding and algorithms

III. Single particle cross sections and a recent surprise
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I. Jets of our choice: energy flow

How we use asymptotic freedom

• Infrared safety & asymptotic freedom:

Q2 σ̂SD(Q2, µ2, αs(µ)) =
∑
n
cn(Q2/µ2) αs

n(µ) +O


1

Qp



=
∑
n
cn(1) αs

n(Q) +O


1

Qp



• e+e− total; jets: a sum over collinear rearrangements and
soft emission organizes all long-time transitions, which must
sum to ≤ 1 by unitarity.
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• What we’re really looking at here (with local source J)

σ[f ] = lim
R→∞

∫
d4xe−iq·y ∏

a

∫
dn̂(a) fa(n̂

(a))

×〈0| J(0)T [
∏
a
n̂

(a)
i T0i(x0, Rn̂a)J(y)] |0〉

(Sveshnikov & Tkachov 95, Korchemsky, Oderda & GS 96, Bauer, Fleming, Lee & GS 08,

Hofman & Maldacena 08)

With T0i the energy momentum tensor at the detector

• “Weights” f (a)(n̂) should introduce no new dimensional scale

Short-distance dominated if all f continuous
almost everywhere.

• We only have to ask “smooth” questions.
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II. A few comments on algorithms

The basic observation: different jet definitions give different
answers, but we can understand (ideally compute) differences
between different jet definitions.

RHIC jet finding has become sophisticated & inventive.
I’d just like to make a few comments on cone, anti-kt and
Gaussian filter algorithms.
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unity, with possible deviations due to initial state effects. We find Rjet
AA for R = 0.4 compatible

with unity, within the large uncertainties. The Rjet
AA for R = 0.4 is significantly larger than RAA

of hadrons for pT < 20 GeV/c (Rhadron
AA ≈ 0.2). The Rjet

AA for R = 0.2 is markedly below that for
R = 0.4. There are significant differences between kT and anti-kT algorithms, possibly arising
from their different response to the heavy-ion background.
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Figure 3 (right panel) shows the ratio of jet yield for R = 0.2 over that for R = 0.4, separately
for p+ p and Au+Au collisions. Several jet energy scale systematic uncertainties cancel in this
ratio. For p+ p collisions, the ratio increases with pjet

T , consistent with a Pythia calculation but not
with a recent NLO calculation [9]. The ratio is strongly suppressed for central Au+Au relative
to p+ p collisions, indicating substantial broadening of the jets in heavy-ion collisions. A recent
NLO calculation has been carried out that addressed these measurements directly [10].

4. Hadron–jet coincidences

We study the correlation of high-pT trigger particles (BEMC clusters with pT > 6 GeV/c)
with a recoiling jet (matched in azimuth within |∆φ − π| < 0.4), comparing central Au+Au and
p+ p collisions. In Au+Au, this exploits the geometric bias of high-pT hadron production [2]
due to quenching, which maximizes the path length of the recoiling jet in matter. Additional
geometric bias can be introduced by applying the pT thresholds on the leading hadron in the
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Figure 6: PHENIX Run-5 p + p at
√

s = 200 GeV invari-
ant jet cross section spectrum as a function of pT . The
shaded box to the left indicates the overall normaliza-
tion systematic uncertainty, shaded boxes associated with
data points indicate point-to-point systematic uncertain-
ties, and error bars indicate statistical uncertainties.

the fiducially reduced PHENIX central arm accep-
tance area.

The regularized least square unfolding involves the
regularization parameter τ (or sometimes λ2) and its
choice translates into an uncertainty on the global
shape/low frequency component of a jet spectrum.
We evaluated the systematic uncertainty in the un-
folded spectrum due to such variation in the regular-
ization parameter by varying τ over the entire mean-
ingful range between ≈ 4 degrees of freedom up to the
Nyquist frequency. We combine the resulting, point-
by-point estimate of the systematic uncertainty for
the spectrum shape as part of the total experimental
systematic uncertainty. The so evaluated systematic
uncertainty is therefore representative of the full range
of regularization parameter choices.

The residual ±3% systematic uncertainty in the en-
ergy scale translates into a constant uncertainty of
±15% (syst.) for the jet spectrum (due to its power-
law shape with largely constant exponent).

Figure 6 shows the PHENIX preliminary p + p jet
spectrum measured using the Gaussian filter by the
procedures described above, plotted in invariant cross
sections. The shaded box to the left indicates the
overall normalization systematic uncertainty, shaded
boxes associated with data points indicate point-to-
point systematic uncertainties, and error bars indicate
statistical uncertainties. We show the unfolded spec-
trum out to the pT bin where the nominal yield for
the number of sampled events reaches the level of 1
jet, namely 60 GeV/c.

Figure 7 shows the same spectrum as in Figure 6,
compared against the spectrum from [21], the next-
to-leading order (NLO) calculation using the small
cone approximation (SCA) [22], and the leading order

Figure 7: PHENIX Run-5 p + p at
√

s = 200 GeV invari-
ant jet cross section spectrum as a function of pT , with
comparison to [21], next-to-leading order calculation from
[22], and pythia assuming K = 2.5. The shaded box
to the left indicates the overall normalization systematic
uncertainty, shaded boxes associated with data points in-
dicate point-to-point systematic uncertainties, and error
bars indicate statistical uncertainties.

pythia spectrum assuming K = 2.5. The comparison
to [21] and NLO SCA involve different jet definitions,
a residual difference should be expected, even though
for pT > 15 GeV/c it appears to be small between fil-
ter and cone jets for the Gaussian size σ = 0.3 used in
this analysis. Our spectrum is close to [21] within its
pT reach. The spectrum also follows approximately
the shape of the NLO SCA calculation, and the lead-
ing order pythia spectrum, if K = 2.5 is assumed.
However, a more appropriate comparison would in-
volve Gaussian filter based NLO calculations, which
we plan to perform in the future.

5. Cu+Cu results

The data presented in this section were obtained
from the PHENIX Cu + Cu dataset from the RHIC
Run-5 (year 2004/2005). The p + p data presented
above provide a baseline for the Cu +Cu measure-
ments and explicitly appear in the jet nuclear modifi-
cation factor. After removal of bad quality runs, a to-
tal of 1.58×108 minimum bias are used in the Cu + Cu
analysis, covering the centrality range 0–95%. Be-
cause of poor statistics and large uncertainties in the
TAB for very peripheral events, we excluded events in
the 80–95% centrality range and divide the remainder
into 4 bins.

The pbg
T in (1) is parametrized as a product of the

centrality and vertex dependent total event ptot
T times

a vertex dependent pT (η, φ)/ptot
T distribution. The

values are estimated by averaging over the minimum
bias Cu +Cu events.
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Figure 15: Comparison between the PHENIX Run-5 Cu +Cu at
√

sNN = 200 GeV RAA derived from unfolding (filled
symbols) and embedding (open symbols). The shaded box to the left indicates the p + p–Cu + Cu systematic uncertainty
in the jet energy scale, shaded boxes to the right shows centrality dependent systematic uncertainty between embedding
and unfolding, shaded boxes associated with data points indicate point-to-point systematic uncertainties, and error bars
indicate statistical uncertainties. Note that the flatness of RAA makes a comparison across different energy scales possible.

Figure 16: Comparison between the central PHENIX
Run-5 Cu +Cu at

√
sNN = 200 GeV jet RAA derived from

unfolding and the π0 RAA. The shaded box to the left in-
dicates the p + p–Cu +Cu systematic uncertainty in the
jet energy scale, shaded boxes to the right shows central-
ity dependent systematic uncertainty between embedding
and unfolding, shaded boxes associated with data points
indicate point-to-point systematic uncertainties, and er-
ror bars indicate statistical uncertainties. Note that while
the flatness of RAA makes a comparison across different
energy scales possible, π0 with 〈z〉 = 0.7 has a different
energy scale.

tainties, which gives us confidence that the unfolding
procedure is not significantly biasing the result. Fig-
ure 16 compares the central 20% suppression with the
π0 suppression from [2] (with the same notation as in
Figure 15). While the RAA of π0 has a different en-
ergy scale than jets, both RAA are approximately flat
with respect to pT within our accessible range and

Centrality Width

0–20% 0.223 ± 0.017

20–40% 0.231 ± 0.016

40–60% 0.260 ± 0.059

60–80% 0.253 ± 0.055

Table I Widths of Gaussian fit to the PHENIX Run-5
Cu+ Cu at

√
sNN = 200 GeV azimuthal angular correla-

tion for jets with 7.5 GeV/c < pCuCu
T < 11.5 GeV/c

therefore allows a comparison.
We observe a RAA that becomes gradually sup-

pressed with increasing centrality. The level of sup-
pression in the most central 20% centralities is at
RAA ≈ 0.5–0.6 and comparable to that of π0.

5.3. Cu+Cu jet-jet azimuthal correlations

The Cu +Cu jet-jet azimuthal correlation is ex-
tracted by correcting for the acceptance effect using
the area-normalized mixed event yield (e.g. [24]):

dN(∆φ)
d∆φ

=
1

A(∆φ)
dN raw(∆φ)

d∆φ
(10)

where A(∆φ) is the detector acceptance correction.
Using a Gaussian fit to the distribution, we extracted
the width for 7.5 GeV/c < pCuCu

T < 11.5 GeV/c. The
widths are consistent within the uncertainty across all
centrality ranges.

Figure 17 shows the azimuthal jet-jet correlation
with Gaussian fits for jets with 7.5 GeV/c < pCuCu

T <
11.5 GeV/c. Table I lists the Gaussian widths ex-
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Cone algorithms

– Cones: Relatively straightforward if you’re looking for one
jet inclusive, but cones can’t stay rigid, they overlap in
general and must be “split or merged.”

– First step is time consuming: identifying cones centered on
total momenta of the enclosed particles (stable cones.)

– Intuitive basis: cone size as an “angular resolution” for
collinear splitting analogous to the “energy resolution” in-
frared massless photons in QED.

– Large cones are subject to large fluctuations from back-
grounds, especially in central AA collisions.

– The weight functions are θ functions: not so smooth but
still “IRC” finite.
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Recombination algorithms

– Successively combine pairs of “objects”. The most familiar
are kT algorithms, generalized by Salam, Cacciari, Soyez:

dij = min
k2p
iT , k

2p
jT

 ∆Rij

R
, 1 ≥ p ≥ −1

Generally, combine the smallest pairs dij into new objects.

– p = 1 is the kT algorithm: the softest particles are clus-
tered first, hard particles last. Generally irregular.

– Irregularity may reflect quantum mechanical fluctuations in
gluon emission, so not necessarily a disadvantage.

– Combinatorics of pairs is simpler than the problem of iden-
tifying stable cones.
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The anti-kt option

dij = min
k−2
iT , k

−2
jT

 ∆Rij

R

– p = −1 is the anti-kT algorithm: clustering dominated by
hard particles. Generally regular.

– Combines the efficiency of kT with intuitive appeal of cones.

– Relation to energy flow remains implicit, and analysis of
nonperturbative effects is so far mostly by comparison to
event generators.
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Gaussian filtering.
(Lai and Cole, 2008)

– Seems to me most closely to energy flow, with a weight
function as above.

– Replaces the θ-function weights of cone algorithms with a
truly smooth function.

p̃T (η, φ) =
∫
dn̂ pT (n̂) e−(η−η(n̂))2−(φ−φ(n̂))2

which is

p̃T (η, φ) = lim
R→∞

∫
dn̂

1

cosh η(n)
〈AA|n̂iT0i(x0, Rn̂) |AA〉

×e−(η−η(n̂))2−(φ−φ(n̂))2

9



• The jets are found afterwards by identifying local maxima.
from Lai, 2009
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per, we estimate that for the central Cu + Cu at√
sNN = 200 GeV and pT between 10–20 GeV/c and

20–30 GeV/c, the jet yields are N−1
evtdN/dy ≈ 4×10−3

and 8×10−5, respectively, which means that rare fluc-
tuations can contribute significantly to the jet yield,
if the background cannot be suppressed below this
level. Avoiding the pT range with background contri-
bution would require measuring jets only at the very
end of the pT range, where the statistics are poor.
The presence of rare fluctuations also suggest that a
simple removal of low-pT particles would only sam-
ple the stronger fluctuations in the rare, high-pT tail,
while biasing both the fragmentation and energy of
the reconstructed jets.

We therefore developed a fake jet rejection strategy
that is based on the jet versus background shape and
can achieve a higher rejection rate than previously
proposed algorithms for the LHC (e.g. [13]). As will
be demonstrated below, the fake rejection provides a
fast rise to unity efficiency within the RHIC accessible
pT range.

2. Jet reconstruction by Gaussian
filtering

It can be shown that the iterative cone algorithm is
equivalent to finding local maxima of a filter output in
(η, φ) with a flat angular weighting k(r2) = θ(R2−r2)
with r2 = η2 + φ2 (note that unlike k(r2), the filter
kernel h(r2) ∝ −

∫

dr2k(r2) ∝ max(0, 1− r2/R2), and
not flat) [14, 15]. The cone algorithm entails a spe-
cific choice of angular weighting. The Gaussian filter

Figure 1: A PHENIX Run-5 p + p at
√

s = 200 GeV di-
jet event. Charged tracks and photons are shown at the
bottom by a Lego plot. The distribution of filter output
values of the event is shown at the top as a contour plot.
The maxima in the filter density are reconstructed as jet
axes, shown as red lines at the positions on the contour
and Lego plots.

is based on another, which takes advantage of jets be-
ing a collimated emission of particles, and enhances
the center of the jet and suppresses the possible con-
tribution from the event background in the periphery.
Expressed in the filter form described below, the al-
gorithm samples the entire possible (η, φ) range and
is seedless. By additionally avoiding a sharp radial
cutoff, the algorithm therefore becomes analytically
collinear and infrared safe (we also verified the practi-
cal infrared safety using a procedure similar to [16]).

A combined event transverse momentum density
that contains both the final state particles pT,i, and

pbg
T (η, φ), which represents an independently evalu-

ated average contribution from the underlying event,
can be defined as

pT (η, φ) =
∑

i∈F

pT,iδ(η − ηi)δ(φ − φi)− pbg
T (η, φ), (1)

The Gaussian filtering of pT is the linear-circular con-
volution of pT (η, φ) with a Gaussian distribution

pfilt
T (η, φ) =

∫∫

dη′dφ′pT (η′, φ′)e−((η−η′)2+(φ−φ′)2)/2σ.

(2)
The output of the filter for a given (η, φ) position is
the Gaussian-weighted transverse momentum in that
event above the average background from the under-
lying event. The local maxima in pfilt

T (η, φ) are the
reconstructed jets using the Gaussian filter.

Figures 1–2 demonstrate the behavior for a p + p
and Cu +Cu event, respectively. Charged tracks and
photons are shown at the bottom by a Lego plot.
The distribution of filter output values of the event
is shown at the top as a contour plot. The maxima in

Figure 2: A PHENIX Run-5 Cu + Cu at
√

sNN = 200 GeV
dijet event at ≈ 20% centrality. Charged tracks and pho-
tons are shown at the bottom by a Lego plot. The distri-
bution of filter output values of the event is shown at the
top as a contour plot. The maxima in the filter density
are reconstructed as jet axes, shown as red lines at the
positions on the contour and Lego plots.

• Energy correlations could shed light on jet interactions in me-
dia: ridges, shock waves . . .
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III. Single particle cross sections

Q2σphys(Q,m, f) = ωSD(Q/µ, αs(µ), f) ⊗ φLD(µ,m)

+O


1

Qp



µ = factorization scale;
m= IR scale (m may be perturbative)

• “New physics” in ωSD; fLD “universal”
– think of “xT = 2pT/

√
s scaling.” For single-particle cross

section, use φLD = D(z), fragmentation functions.

• Almost all collider applications. Enables us to compute

the Energy-transfer-dependence in |〈Q, out|A+B, in〉|2.
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Evolution

• Whenever there is factorization, there is evolution

0 = µ
d

dµ
lnσphys(Q,m)

µ
d ln f

dµ
= −P (αs(µ)) = −µ

d lnω

dµ

• Wherever there is evolution there is resummation,

σphys(Q,m) = σphys(q,m) exp


∫Q
q

dµ′

µ′
P

(
αs(µ

′)
)

• For example: σphys = E dσ
d3p

, single-particle inclusive.
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• Fragmentation functions are results of “global” analyses (in-
cluding recently, DSS, AKK . . . ), from LEP, RHIC, HERA,
Tevatron data.

• Works pretty well, even in sophisticated cases like dihadrons
when full evolution and resummation is taken into account
(Almeida, GS, Vogelsang (2009))

Figure 5: Resummed cross section for scale µ = 2M and pT,i > 2.2 GeV (dashed), compared to
the one with pT,i > 2.5 GeV shown previously in Fig. 4 (solid).

Figure 6: Comparison to E706 data with a different set of cuts, corresponding to the ones applied
by E711. The data with these cuts are from [11].

1813



• And the theory is pretty well-understood:

• The schematic proof of factorization for fragmentation:

• How it works in pQCD for jet substructure . . .

• Separation of soft quanta from fragmenting partons:

h(p)

= x

S

h(p)

h(p)

-4

• Known corrections lead to energy loss and more radiation –
as seen in central AA.
At moderate pT higher-power corrections to 1PI can be im-
portant. (Arleo, Brodsky, Huang & Sickles (0911.4604))

• Imagine, then, our surprise with this 1PI unidentified charged
hadron data . . .
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• Year-old CDF Data, as analyzed in papers by Albino, Kniehl
and Kramer (1003.1954) Arleo, d’Enteria and Yoon (1003.2963):
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Figure 1: Top: Comparison of the charged particle p
T

spectrum measured by CDF in p-p̄ collisions at√
s = 1.96 TeV [16] to NLO pQCD predictions with PDFs fixed to CTEQ6.6, scales to µ = 2pT , and

FFs to AKK08. Bottom: Corresponding ratio of CDF data over theory. The dashed lines indicate the
maximum ±40% theoretical uncertainty of the calculations (see text).
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Figure 1: Top: Comparison of the charged particle p
T

spectrum measured by CDF in p-p̄ collisions at√
s = 1.96 TeV [16] to NLO pQCD predictions with PDFs fixed to CTEQ6.6, scales to µ = 2pT , and

FFs to AKK08. Bottom: Corresponding ratio of CDF data over theory. The dashed lines indicate the
maximum ±40% theoretical uncertainty of the calculations (see text).

4

• This data had been hanging around since last April (0904.1098),
but its significance was lost in a comparison with PYTHIA
tunes. It was published in Phys. Rev. D (2009).

• Both AKK and AEY observe: either a (big) problem with
universality of fragmentation or with the data itself.
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• A QCD description is difficult. Isolated single pions are sup-
pressed compared to jets by at least αs(fπ/pT )2 ∼ 10−4 at
100 GeV.

• But compared to NLO jets (red) and NLO 1PI (green) the
data (with green fit) looks like:
(Vogelsang, yesterday)
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• At 100 GeV, the single-particle cross section saturates the jet
cross section.

• This can’t go on, because the 1PI cross section is much flatter
than the jet cross section, which is confirmed experimentally
at much higher pT !

• A problem . . . but could this be something new and unex-
pected?

• We’ve been grasping at this straw over the past couple of
days. The next equations are everyone else’s credit and my
fault, as appropriate . . .

• For illustrative purposes only!
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• A general form at η = 0; z = xaxb = ŝ/S:

E
d3σ

d3pT
=

1

p4
T

∫ 1
x2
T
dzLpartonic(z)ω(xT , z)

• Suppose a narrow resonance at M2 = z0S decays to single
hadrons plus unobservable particles . . .

ω(xT , z) = f(4x2
T/z0) δ(z − z0)

• Then

E
d3σ

d3pT
=

1

p4
T
Lpartonic(z0) f(4x2

T/z0)

• and the distribution f(4x2
T/z0) can be read off from the

data where it dominates QCD fragmentation, while it cuts
off abruptly at 2xT =

√
z0.

• But of course, it should be wide and not narrow, and where
does the rest of the energy go, etc., etc?
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• Conclusions . . . Jets in heavy ions have entered a new era,
and multi-energy correlations may be a route to go.

• For one-particle inclusive cross sections, we’re still catching
our breath, but one way or another there is a lot to learn.
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